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1. Introduction

Is an econometric model too large, or not large enough? This is the question which we hope to answer in this paper. This question is concerned with the choice of alternative models differing in size. An answer could conceivably come from a priori reasoning or theorizing, but the one suggested here is based purely on statistical inference using the information contained in a finite sample of \( n \) observations. We shall develop in Section 2 a statistical criterion for model selection, and derive in Section 3 explicit expressions based on this criterion for the selection of simultaneous-equation models of different sizes.

We will define the "size" of an econometric model designed to explain a given set of dependent variables by the number of functionally independent parameters in the model. By this definition, the size of a macroeconomic model consisting of a system of simultaneous stochastic equations will depend on whether it can be decomposed or aggregated. Given the same set of dependent variables to be explained, if a model is decomposable into submodels each capable of explaining a subset of dependent variables, then the number of parameters required to explain any subset would be smaller than in the case of a fully integrated system of simultaneous equations. If the model is not decomposable but block-recursive, the matrix of the Jacobian for transforming the random residuals into the dependent variables will be block-triangular and the covariance matrix of the residuals will be block-diagonal, both leading to a smaller number of parameters than in a completely interdependent system. By aggregating across
equations, one is also likely to reduce the number of parameters required to explain any subset of dependent variables, thus reducing the size of the model for each subset. In Section 4, the statistical selection criterion will be applied to decide whether a model should be made block-triangular and whether certain dependent variables should be aggregated. Section 5 contains concluding remarks.

The basic viewpoint taken is that the better of two models is the one which, by the method of its construction, will on the average predict future observations better. Here better predictions could be defined by a smaller expected sum of squared deviations from the future observations. However, we will define better predictions by a smaller expected sum of the log-likelihood ratios of the true density of the future observations to the density specified by the model. Specifically, let \( g(\cdot) \) be the true density of each of \( n \) independent future observations \( (\tilde{y}_1, \ldots, \tilde{y}_n) = \tilde{y} \), and let \( f(\cdot | \theta) \) be the density specified by a possible model. Better predictions by \( f(\cdot | \theta) \) will be defined by a smaller expectation

\[
I_n[g;f(\cdot | \theta)] = E \sum_{i=1}^{n} \left[ \log g(\tilde{y}_i) - \log f(\tilde{y}_i | \theta) \right] \geq 0
\]

where the expectation is evaluated by the true density \( g(\cdot) \). The mean log-likelihood ratio \( I[g;f(\cdot | \theta)] = E \log [g(y)/f(y | \theta)] \) is also called the mean information for discrimination between \( g(y) \) and \( f(y | \theta) \), as discussed in Kullback and Leibler (1951), Savage (1954, p. 50), and Kullback (1959, p. 5).

To illustrate the use of the mean log-likelihood \( E(\log f(y | \theta)) \) as a measure of how well \( f \) approximates \( g \), consider a univariate \( y \) having a normal distribution with mean \( \mu \) and variance \( \nu \). If the approximate distribution is normal with mean \( \theta_1 \) and variance \( \theta_2 \), its mean log-likelihood is

\[
E[\log f(y | \theta)] = E\left( -\frac{1}{2} \log 2\pi - \frac{1}{2} \log \theta_2 - \frac{1}{2} (y - \theta_1)^2 / \theta_2 \right)
\]

\[
= \frac{1}{2} \log 2\pi - \frac{1}{2} \log \theta_2 - \frac{1}{2} \left[ v + (\theta_1 - \mu)^2 / \theta_2 \right]
\]
For any given $\theta_2$, the value of $\theta_1$ which maximizes the mean log-likelihood (1.2) is the true mean $\mu$ itself. If $\theta_1 = \mu$, the value of $\theta_2$ which maximizes (1.2) is the true $v$ itself. This measure is better than the mean squared prediction error for judging the goodness of fit for $f$. If we let $\theta_1 = \mu$ but $\theta_2 = 5v$, the mean squared prediction error would be $E(y-\theta_1)^2 = v$, the smallest attainable. However, the model $f$ may be a very poor approximation of $g$ because $\theta_2$ is very different from the true $v$.

Having adopted better predictions, defined by the information measure (1.1), as the criterion for selecting alternative models, we would like to stress that the correct model, even if it is known, is not necessarily the one to be selected because it may contain too many unknown parameters. For example, let the true regression model be linear in $X_1$ and $X_2$ with coefficient vectors $\beta_1$ and $\beta_2$. If $\beta_2$ is fairly small, and if only a finite sample of $n$ observations is available, the model linear in $X_1$ alone as estimated by the method of least squares may yield better predictions than the model linear in both $X_1$ and $X_2$. The reason is that the larger model, though correctly specified, may be more poorly estimated because of the larger number of parameters. Larger sampling errors in the estimates $\hat{\beta}_1$ and $\hat{\beta}_2$ may lead to larger prediction errors for future observations. Thus if two different models $f_1(\cdot|\theta_1)$ and $f_2(\cdot|\theta_2)$ are proposed for the prediction of the same dependent variable, one should not merely ask how well $f_1$ and $f_2$ would do when $\theta_1$ and $\theta_2$ can be consistently estimated by an infinite sample, but how well the estimated $\hat{f}_1(\cdot|\hat{\theta}_1)$ and $\hat{f}_2(\cdot|\hat{\theta}_2)$ based on a finite sample would do, on the average, allowing for the sampling distributions of $\hat{\theta}_1$ and $\hat{\theta}_2$. To predict $n$ future observations $(\tilde{y}_1, \ldots, \tilde{y}_n) = \tilde{Y}$, the model selection criterion is

$$E I_n(g; f(\cdot|\hat{\theta})) = E_{\hat{\theta}} E_{\tilde{Y}} \sum_{i=1}^{n} [\log g(\tilde{y}_i) - \log f(\tilde{y}_i|\hat{\theta})].$$

Akaike (1973; 1974) adopted the mean log-likelihood ratio (or information)
of a future observation for model selection and proposed an estimate of the mean of \( E_{\tilde{y}}[\log f(\tilde{y} | \hat{\theta})] \) over the sampling distribution of the maximum likelihood estimator \( \hat{\theta} \). We will modify Akaike's derivation and correct an error in his estimate of \( E_{\tilde{y}}[\log f(\tilde{y} | \hat{\theta})] \), thus proposing an alternative information criterion for model selection. We will also apply this criterion to the selection of simultaneous-equations models.

2. Derivation of An Information Criterion

We assume that the true density \( g(\cdot) \) equals \( f(\cdot | \theta^0) \) and that an approximate model results from imposing a set of \( r \) linear restrictions \( H'\theta = -b \) on the parameters. The purpose of this section is to provide an estimate of \( E_{\hat{\theta}} I_n[g; f(\cdot | \hat{\theta})] \) where \( \hat{\theta} \) is the maximum likelihood estimator of \( \theta \) subject to the restrictions \( H'\theta = -b \) imposed by the approximate model. Our derivation consists of the following five steps.

First, assuming \( \theta \) to be given, we will approximate \( I_n[g; f(\cdot | \theta)] \) by a quadratic form in \( \theta - \theta^0 \). The mean information for discrimination between \( g(\cdot) \) and \( f(\cdot | \theta) \) using \( n \) future observations \( (\tilde{y}_1, \ldots, \tilde{y}_n) = \tilde{Y} \) is

\[
I_n[g; f(\cdot | \theta)] = E_{\tilde{Y}} \sum_{i=1}^{\infty} \log g(\tilde{y}_i) - \log f(\tilde{y}_i | \theta)
\]

\[
= E_{\tilde{Y}}[\log L(\tilde{Y}; \theta^0) - \log L(\tilde{Y}; \theta)]
\]

where \( L(\tilde{Y}; \theta) \) denotes the likelihood function. Expanding \( \log L(\tilde{Y}; \theta) \) in a second-order Taylor series about \( \theta^0 \) and substituting the result into (2.1), we obtain, after using the fact \( E(\delta \log L(\tilde{Y}; \theta^0) / \delta \theta) = 0 \),

\[
I_n[g; f(\cdot | \theta)] = \frac{1}{2}(\theta - \theta^0)' J(\theta^0, \theta^0)(\theta - \theta^0)
\]

where \( \theta \leq \theta^+ \leq \theta^0 \) and
\[ J(\theta^+, \theta^O) = - \mathbb{E}_Y \frac{\partial^2 \log L(\tilde{Y}; \theta^+)}{\partial \theta \partial \theta^t}, \]

the parameter \( \theta^O \) of \( J(\theta^+, \theta^O) \) being used to define the distribution of \( \tilde{Y} \).

\( J(\theta^O; \theta^O) \) is Fisher's information matrix.

Second, given the linear restrictions \( H'\theta + b = 0 \), we find the best approximate model by minimizing the information \( n^{-1} I_n[\mathcal{g};f(\cdot | \theta)] \) with respect to \( \theta \) subject to \( H'\theta + b = 0 \). Using (2.2) for \( I_n \), we differentiate the Lagrangian expression (suppressing the arguments of \( J \))

\[
(2.3) \quad \frac{1}{2n} (\theta - \theta^O)' J(\theta - \theta^O) - \lambda'(H'\theta + b)
\]
to yield

\[
(2.4) \quad \begin{bmatrix} n^{-1} J & -H \\ -H' & 0 \end{bmatrix} \begin{bmatrix} \theta^* \\ \lambda^* \end{bmatrix} = \begin{bmatrix} n^{-1} J \theta^O \\ \lambda_{b} \end{bmatrix}
\]

the solution of which is

\[
(2.5) \quad \theta^* = \theta^O + nJ^{-1}H\lambda^* \quad ; \quad \lambda^* = -n^{-1}(H'J^{-1}H)^{-1}(H'\theta^O + b).
\]

The vector \( \theta^* \) can be considered the parameter of the approximate model and is called the pseudo-true parameter of the pseudo-true model in the language of Sawa (1978).

Third, if \( \hat{\theta}^* \) is any estimate (not necessarily maximum likelihood) of \( \theta^* \) satisfying \( H'\hat{\theta}^* = -b \), we substitute \( (\hat{\theta}^* - \theta^*) + (\theta^* - \theta^O) \) for \( (\theta - \theta^O) \) in (2.2) to obtain the information measure for the estimated model

\[
(2.6) \quad I_n[\mathcal{g};f(\cdot | \hat{\theta}^*)] = \frac{1}{2}(\hat{\theta}^* - \theta^*)' J(\hat{\theta}^* - \theta^*) + \frac{1}{2}(\theta^* - \theta^O)' J(\theta^* - \theta^O)
\]

where the cross-product \( (\hat{\theta}^* - \theta^*)'J(\theta^* - \theta^O) \) has vanished on account of (2.5) and \( H'\theta^* = H'\hat{\theta}^* = -b \). Parenthetically, the method of maximum likelihood
is justified as it chooses \( \hat{\theta} \) to minimize the information measure based on the sample \( Y = (y_1, \ldots, y_n) \), i.e.,

\[
\sum_{i=1}^{n} \log f(y_i | \theta^0) - \sum_{i=1}^{n} \log f(y_i | \theta) .
\]

The first term of (2.6) captures the discrepancy between the estimated model and the best approximate model which is due to the sampling error in \( \hat{\theta}^* \). The second term measures the discrepancy between the best approximate model and the true model which is the result of specification error. Reducing the number of restrictions on \( \theta \) or increasing the number of linearly independent parameters will reduce the specification error while it raises the sampling error of the parameter estimate. The remaining problem is to estimate the expectation of (2.6) over the sampling distribution of \( \hat{\theta}^* \).

Fourth, given a sample \( Y = (y_1, \ldots, y_n) \) of \( n \) observations, we will estimate the second term of (2.6) as follows.

\[
\frac{1}{2} (\theta^* - \theta^0)' J (\theta^* - \theta^0) = \mathbb{E} \left[ g_i (\cdot | \theta^*) \right] = \text{ElogL}(\tilde{Y}; \theta^0) - \text{ElogL}(\tilde{Y}; \theta^*)
\]

\[
= \text{ElogL}(\tilde{Y}; \theta^0) - \log L(Y; \theta^*)
\]

where we have estimated \( \text{ElogL}(\tilde{Y}; \theta^*) \) by its sample analogue \( \log L(Y; \theta^*) \).

We will find the maximum likelihood estimate \( \hat{\theta}^* \) and expand \( \log L(Y; \theta^*) \) in a second-order Taylor series about \( \hat{\theta}^* \). \( \hat{\theta}^* \) is found by differentiating

\[
\frac{1}{n} \log L(Y; \theta) + \lambda'(H' \theta + b)
\]

to yield

\[
\frac{1}{n} \frac{\partial \log L(Y; \theta^*)}{\partial \theta} + H \hat{\lambda} = 0 .
\]

Expanding \( \log L(Y; \theta^*) \) in (2.7) about \( \hat{\theta}^* \), we obtain
(2.10) \[ \frac{1}{2}(\theta^* - \theta^O)' J(\theta^* - \theta^O) = E \log L(\tilde{Y}; \theta^O) \]

\[- \log L(\tilde{Y}; \hat{\theta}^*) - \frac{1}{2}(\theta^* - \hat{\theta}^*), \frac{3}{2} \log L(\tilde{Y}; \theta^*) \frac{\partial^2 \log L(\tilde{Y}; \theta^*)}{\partial \theta \partial \theta'} (\theta^* - \theta^*) \]

where we have observed \((\theta^* - \hat{\theta}^*)' [\partial \log L(\tilde{Y}; \hat{\theta}^*) / \partial \theta] = 0\) on account of (2.9) and \((\theta^* - \hat{\theta}^*)' H = 0\).

If \(-\partial^2 \log L(\tilde{Y}; \theta^*) / \partial \theta \partial \theta'\) in (2.10) is replaced by its expectation \(J(\theta^*, \theta^O)\), and (2.10) is combined with (2.6), the result is

(2.11) \[ I_n [g; f(\cdot | \hat{\theta}^*)] = E \log L(\tilde{Y}; \theta^O) - \log L(\tilde{Y}; \theta^*) + (\theta^* - \hat{\theta}^*)' J(\theta^*, \theta^O) (\theta^* - \theta^*) . \]

Since \(E \log L(\tilde{Y}; \theta^O)\), though unknown, is constant among alternative models obtained by specifying different sets of restrictions on \(\theta\), it can be ignored for the purpose of model selection.

Fifth, we arrive at a criterion for model selection by taking the expectation of \(-I_n [g; f(\cdot | \hat{\theta}^*)]\) given by (2.11) over the sampling distribution of \(\hat{\theta}^*\), (plus the above constant term), i.e.,

(2.12) \[ -E_{\hat{\theta}^*} I_n [g; f(\cdot | \hat{\theta}^*)] + E \log L(\tilde{Y}; \theta^O) \]

\[= \log L(\tilde{Y}; \hat{\theta}^*) - \text{tr}[J(\theta^*, \theta^O) E(\theta^* - \hat{\theta}^*) (\theta^* - \theta^*)'] \]

The models will be ranked by (2.12), the one having the highest value to be selected. The remaining problem is to provide estimates of \(J(\theta^*, \theta^O)\) and \(E(\theta^* - \hat{\theta}^*) (\theta^* - \theta^*)\).

To find the distribution of the maximum likelihood estimate \(\hat{\theta}^*\) subject to the restrictions \(H \hat{\theta}^* = b\), we follow the work of Silvey (1959). Expanding \(\partial \log L(\tilde{Y}; \theta^*) / \partial \theta\) in (2.9) about \(\theta^*\), we get

(2.13) \[ n^{-1} \frac{\partial \log L(\tilde{Y}; \theta^*)}{\partial \theta} + [n^{-1} \frac{3 \partial^2 \log L(\tilde{Y}; \theta^*)}{\partial \theta \partial \theta'} + o(1)] (\theta^* - \theta^*) + h' \lambda = 0 . \]
Since $\theta^*$ is obtained by minimizing $n^{-1} \mathbb{E} [\ell (\cdot | \theta)]$ as we did in (2.3), or alternatively by maximizing $n^{-1} \mathbb{E} \log \mathcal{L} (Y; \theta)$, subject to $H \theta + b = 0$, we have

\begin{equation}
-1 \frac{\partial \log \mathcal{L} (Y; \theta^*)}{\partial \theta} + H \lambda^* = 0.
\end{equation}

Subtraction of (2.14) from (2.13) yields

\begin{equation}
\begin{pmatrix}
-1 \frac{\partial^2 \log \mathcal{L} (Y; \theta^*)}{\partial \theta \partial \theta'} + o(1) & -H \\
-\bar{H}' & 0
\end{pmatrix}
\begin{pmatrix}
\hat{\theta}^* - \theta^* \\
\hat{\lambda} - \lambda^*
\end{pmatrix}
= \mathbb{E} \left[ \begin{pmatrix}
-1 \frac{\partial \log \mathcal{L} (Y; \theta^*)}{\partial \theta} \\
-1 \frac{\partial \log \mathcal{L} (Y; \theta^*)}{\partial \theta'}
\end{pmatrix}
\right] - n^{-1} \mathbb{E} \left[ \frac{\partial \log \mathcal{L} (Y; \theta^*)}{\partial \theta} \frac{\partial \log \mathcal{L} (Y; \theta^*)}{\partial \theta'} \right].
\end{equation}

Abbreviating $\mathcal{L} (Y; \theta^*)$ by $L^*$, we observe that the asymptotic distribution of $n^{-1} \left[ \frac{\partial \log L^*}{\partial \theta} - \mathbb{E} \frac{\partial \log L^*}{\partial \theta} \right]$ is normal by the central limit theorem and its mean is zero by the law of large numbers. The covariance matrix of $-\frac{1}{n} \left[ \frac{\partial \log L^*}{\partial \theta} - \mathbb{E} \frac{\partial \log L^*}{\partial \theta} \right]$ is

\begin{equation}
V^*_\theta = n^{-1} \left[ \frac{\partial \log L^*}{\partial \theta} \cdot \frac{\partial \log L^*}{\partial \theta'} - \mathbb{E} \frac{\partial \log L^*}{\partial \theta} \cdot \mathbb{E} \frac{\partial \log L^*}{\partial \theta'} \right].
\end{equation}

As $n$ increases, the sample mean $-n^{-1} \frac{\partial \log L^*}{\partial \theta \theta'}$ approaches its expectation $n^{-1} J (\theta^*, \theta^0)$. Therefore, the solution of (2.15) yields an asymptotic distribution for $\frac{1}{n} (\hat{\theta}^* - \theta^*)$ and $\frac{1}{n} (\hat{\lambda} - \lambda^*)$ which is normal with mean 0 and covariance matrix

\begin{equation}
\begin{pmatrix}
P^* & P^* & P^* & P^* & V^* & Q^* \\
P^* & V^* & P^* & V^* & Q^* & P^* \\
Q^* & V^* & P^* & Q^* & V^* & Q^* \\
\end{pmatrix}
\end{equation}

where
(2.18) \[
\begin{bmatrix}
\mathbf{P}^* & \mathbf{Q}^* \\
\mathbf{Q}'^* & \mathbf{R}^*
\end{bmatrix} = \begin{bmatrix}
n^{-1}J(\theta^*,\theta^0) & -H^{-1} \\
-H' & 0
\end{bmatrix}
\]

\[
= \begin{bmatrix}
nJ^{-1} -nJ^{-1}H(H'J^{-1}H)^{-1}H'J^{-1} & -J^{-1}H(H'J^{-1}H)^{-1} \\
-H'J^{-1}H^{-1} & -(H'J^{-1}H)^{-1} \end{bmatrix}
\]

This result was given by Silvey (1959, Lemma 1, p. 394).

In the important special case when the restrictions consist entirely of zero restrictions on a subset of parameters, we write \( \theta^* = (\theta_1^* 0) \), \( H' = [0 1] \), and

(2.19) \[
J(\theta^*,\theta^0) = \begin{bmatrix}
J_{11}(\theta^*,\theta^0) & J_{12}(\theta^*,\theta^0) \\
J_{21}(\theta^*,\theta^0) & J_{22}(\theta^*,\theta^0)
\end{bmatrix}
\]

The matrix \( \mathbf{P}^* \) from (2.18) becomes

(2.20) \[
\mathbf{P}^* = \begin{bmatrix}
nJ^{-1}_{11}(\theta^*,\theta^0) & 0 \\
0 & 0
\end{bmatrix}
\]

and the covariance matrix of \( (\hat{\theta}_1^*-\theta_1^*) \) from (2.17) becomes

(2.21) \[
J^{-1}_{11}(\theta^*,\theta^0) \left[ E \left( \frac{\partial \log L^*}{\partial \theta_1^*} \right) \cdot \frac{\partial \log L^*}{\partial \theta_1^*} \right] J^{-1}_{11}(\theta^*,\theta^0)
\]

since \( E \log L^* / \partial \theta_1 = 0 \) as \( \theta_1^* \) is obtained by maximizing (differentiating) \( \log L(Y;\theta_1^*,0) \) with respect to \( \theta_1 \). Combining (2.21) with (2.12), we have the following model selection criterion in this case:

(2.22) \[
\log L(Y;\hat{\theta}^*) - \text{tr} \left( E \left[ \frac{\partial \log L^*}{\partial \theta_1^*} \right] \cdot \frac{\partial \log L^*}{\partial \theta_1^*} J^{-1}_{11}(\theta^*,\theta^0) \right)
\]
Akaike (1973) was incorrect in claiming that $J_{11}^{-1}(\theta^*, \theta^0)$ is the asymptotic covariance matrix of $\hat{\theta}_1^*$, as we have shown in (2.21). If this claim were valid, the trace term in (2.12) would become $k$, the number of unknown parameters in $\theta_1$, and (2.12) would become Akaike's information criterion which selects the model having the largest value for the maximum log-likelihood minus the number of parameters to be estimated. The claim is incorrect because only when the model is correctly specified, i.e., when $\theta^* = \theta^0$, do we have $J_{11}^{-1}(\theta^*, \theta^*)$ as the asymptotic covariance matrix of $\hat{\theta}^*$. In order to apply our criterion (2.12) to simultaneous-equation models, we have to estimate $J(\theta^*, \theta^0)$ and $E(\hat{\theta}^* - \theta^*)(\hat{\theta}^* - \theta^*)$ as given by (2.17), or by (2.21) in the special case of zero restrictions on $\theta^*$. This is our task in the next section.


In this section, we will provide an estimate of the information criterion for the selection of linear simultaneous-equations models, while leaving a discussion of its econometric applications to the following section. Let the true model be

$$y^O + x^O u = u$$

where $y$ is an $n \times g$ matrix of endogenous variables, $x$ is an $n \times k$ matrix of exogenous variables, and selected elements of $\Gamma^O$ and $B^O$ are zero because of the identification restrictions. Let the approximate model be

$$y^* + x^* u^* = u^*$$

where the elements of $\Gamma^*$, $B^*$ and $\Sigma^*$ are subject to additional linear
restrictions. The elements of these "pseudo-true" parameters are obtained by a constrained maximization of

$$
(3.3) \quad \log L(Y; \Gamma, B, R) = \frac{ng}{2} \log(2\pi) + \frac{n}{2} \log |R| + n \log |\Gamma| \\
- \frac{1}{2} \text{tr} \{ R \cdot E(Y \Gamma + XB)'(Y \Gamma + XB) \}
$$

where the expectation $E$ is evaluated by assuming that $Y$ is generated by the true model.

To evaluate the matrix $V^*$ of (2.16), we need the derivatives of

log $L(Y; \Gamma, B, R)$ evaluated at $\Gamma^*, B^*$ and $\Sigma^*$ minus their expectations. The derivatives are, with $U^* = Y \Gamma^* + XB^* = (u_1^* ... u_g^*)$,

$$
(3.4) \quad \frac{\partial \log L^*}{\partial B} = - X' U^* R^* \\
(3.5) \quad \frac{\partial \log L^*}{\partial \Gamma} = - Y' U^* R^* + n(\Gamma^*')^{-1} \\
(3.6a) \quad \frac{\partial \log L^*}{\partial \sigma_{ij}} = n\sigma^*_ij - u^*_{ij} u^*_i \\
(3.6b) \quad \frac{\partial \log L^*}{\partial \sigma_{ii}} = \frac{1}{2} (n\sigma^*_ij - u^*_{ij} u^*_i) .
$$

Defining the true reduced-form to be

$$
(3.7) \quad Y = - XB^* \Gamma^*^{-1} + U^* \Gamma^*^{-1} \equiv X \Pi^* + V \quad EV'V = n\omega^* \equiv n\Pi^* -1 L \Gamma^* -1 ,
$$

we can write

$$
(3.8) \quad U^* = Y \Gamma^* + XB^* = X(\Pi^* \Gamma^* + B^*) + \Sigma^* = D + \Sigma^* 
$$

where

$$
(3.9) \quad D = EU^* = X(\Pi^* \Gamma^* + B^*) .
$$
Therefore, the derivatives given by (3.4) and (3.5) minus their expectations are

\[
\begin{align*}
\frac{\partial \log L^*}{\partial B} - \mathbb{E} \frac{\partial \log L^*}{\partial B} &= X'V^* \Gamma^* R^* \\
\frac{\partial \log L^*}{\partial \Gamma} - \mathbb{E} \frac{\partial \log L^*}{\partial \Gamma} &= - \Pi'^O X' V^* \Gamma^* R^* - V'D R^* - V' V^* \Gamma^* R^* + n \Omega^O \Gamma^* R^*. 
\end{align*}
\]

The expectations of (3.6a) and (3.6b) are zero.

Since only the unknown elements of $B^*$ and $\Gamma^*$ are of concern, we denote by $\beta_i$ and $\gamma_i$ respectively the column vectors consisting of only the unknown elements in the $i$-th columns of $B^*$ and $\Gamma^*$. Similarly, $X_i$ and $Y_i$ denote the matrices composed of those columns of $X$ and $Y$ which are associated respectively with the unknown coefficients $\beta_i$ and $\gamma_i$. Also, we will denote $X \Pi^O$ by $\tilde{Y}^O$, $X \Pi^* = -X B^* \Gamma^*^{-1}$ by $\tilde{Y}^*$, and $\Gamma^* \Omega^O \Gamma^*$ by $W$ for convenience. Using these notations together with (3.10) and (3.11), we derive the required components of $n \Gamma^*$ as

\[
\begin{align*}
\text{Cov} \left| \frac{\partial \log L^*}{\partial \beta_i} \frac{\partial \log L^*}{\partial \beta_j} \right| &= X_i' X_j (r_i^* W r_j^*) \\
\text{Cov} \left| \frac{\partial \log L^*}{\partial \gamma_i} \frac{\partial \log L^*}{\partial \gamma_j} \right| &= \tilde{Y}_i' \tilde{Y}_j (r_i^* W r_j^*) + \Omega_i \Gamma^* r_i^* r_i^* D' \tilde{Y}_j + \tilde{Y}_i' D r_i^* r_i^* \Gamma^* \Omega_j^O \\
&\quad + \Pi_{ij} \gamma_i^r \Omega_{ij}^O + \Pi_{ij} \gamma_i^r \gamma_i^r \Gamma^* \Omega_{ij}^O \\
\text{Cov} \left| \frac{\partial \log L^*}{\partial \gamma_i} \frac{\partial \log L^*}{\partial \gamma_j} \right| &= \tilde{Y}_i' X_j (r_i^* W r_j) + \Omega_i \Gamma^* r_i^* r_i^* D' X_j
\end{align*}
\]

where $\Omega_i^O$ denotes a matrix composed of only those columns of $\Omega^O = (\omega_{ij}^O)$ which are associated with the unknown elements of $\gamma_i^*$, and $\Pi_{ij}$ denotes a matrix extracted from $\Omega^O$ whose rows correspond to the unknown elements of
\( \gamma_i^* \) and whose columns correspond to the unknown elements of \( \gamma_j^* \). The proof of (3.13) has utilized the relation, for \( V = (v_{i} \ldots v_{g}) \),

\[
E(v_{i}v_{j}) (v_{j}v_{k}) = 2 \omega_{13}^2 \omega_{24}^2 + n \omega_{13}^2 \omega_{24}^2 + n \omega_{14}^2 \omega_{23}^2
\]

which implies

\[
E(V' \Gamma^* V)' V' V = 2 \omega^2 \Gamma^* r_{ij}^* r_{ij}^* + n \omega^2 \Gamma^* r_{ij}^* r_{ij}^* + n \omega_{ij}^2 (r_{ij}^* r_{ij}^*)
\]

By contrast, the elements of \( J(\theta^*, \theta^o) \) as derived from differentiating (3.4) and (3.5) are

\[
E \left( \frac{\partial \log L^*}{\partial \beta_i} \frac{\partial \log L^*}{\partial \beta_j} \right) = x_{ij}^i x_{ij}^j
\]

\[
E \left( \frac{\partial \log L^*}{\partial \gamma_i} \frac{\partial \log L^*}{\partial \gamma_j} \right) = \gamma_i^o \gamma_j^o + n \omega_{ij}^2 \gamma_i^o \gamma_j^o + n \gamma_i^o (\gamma_i^o)^j
\]

\[
E \left( \frac{\partial \log L^*}{\partial \beta_i} \frac{\partial \log L^*}{\partial \beta_j} \right) = \gamma_i^o \gamma_j^o
\]

where \( \gamma_i^o(j) \) denotes a column vector consisting of those elements of the \( i \)-th row of \( (\Gamma^* )^{-1} \) which correspond to the unknown elements of \( \gamma_j^* \). Note that when \( (\Gamma^*, B^*, R^*) = (\Gamma^o, B^o, R^o) \), i.e., when the approximate model coincides with the true model, (3.12), (3.13) and (3.14) will reduce to (3.15), (3.16) and (3.17) respectively, as \( r_{ij}^* \gamma_{ij}^o = r_{ij}^o \gamma_{ij}^o \) will become \( r_{ij}^o = r_{ij}^* \) and \( D = 0 \).

We next derive the expectations involving the derivatives of \( \log L \) with respect to \( r_{ij} \). Using (3.6) we obtain by straightforward manipulations, with \( i^* \omega_i^* \gamma_i^o = W = (w_{ij}) \),

\[
E \left[ \frac{\partial \log L^*}{\partial r_{ij}} \cdot \frac{\partial \log L^*}{\partial r_{kl}} \right] = n [ \delta_{ik}^* w_{jl}^* + \delta_{ik}^* w^*_{ik} + (\delta_{ik}^* - \delta_{ik}^o) w_{jk} + (\delta_{ik}^o - \delta_{ik}^o) w_{ik} ]
\]

\[
E \left[ \frac{\partial \log L^*}{\partial r_{ii}} \cdot \frac{\partial \log L^*}{\partial r_{kl}} \right] = n [ \delta_{i}^* w_{ik} + (\delta_{i}^* - \delta_{i}^o) w_{ik} ]
\]
\[(3.18c) \quad E \left[ \frac{\partial \log L}{\partial r_{ii}} \cdot \frac{\partial \log L}{\partial r_{kk}} \right] = \frac{n}{2} \left[ \sigma_{ik}^* \mu_{ik} + (\sigma_{ik}^* - \omega_{ik}) \mu_{ik} \right] \]

and the corresponding expressions

\[(3.19a) \quad -E \left[ \frac{\partial^2 \log L}{\partial r_{ij} \partial r_{kl}} \right] = n[\sigma_{ik}^* \sigma_{jl}^* \sigma_{jk}^* \sigma_{li}^*] \]

\[(3.19b) \quad -E \left[ \frac{\partial^2 \log L}{\partial r_{ii} \partial r_{kl}} \right] = n\sigma_{ik}^* \sigma_{il}^* \]

\[(3.19c) \quad -E \left[ \frac{\partial^2 \log L}{\partial r_{ii} \partial r_{kk}} \right] = \frac{n}{2} \sigma_{ik}^* \sigma_{ik}^* \]

Again, when the approximate model coincides with the true model, we have \( W = E^0 = \Sigma^* = (\sigma_{ij}^*) \), and (3.18) will be identical with (3.19).

As can be seen by differentiating (3.4) and (3.5), the expectations of \( \frac{\partial^2 \log L}{\partial \beta_1 r_{kl}} \) and \( \frac{\partial^2 \log L}{\partial \gamma_1 \partial r_{kl}} \) are zero. Therefore, letting \( \alpha \) denote a column vector composed of the unknown elements of \( \beta_1, \ldots, \beta_g \), \( \gamma_1, \ldots, \gamma_g \), \( r \) denote a column vector consisting of \( r_{11}, \ldots, r_{1g}, r_{22}, \ldots, r_{2g}, r_{31}, \ldots, r_{gg} \), and \( \theta' \) denote \((\alpha', r')\), we can write

\[(3.20) \quad nV_{\theta^*} = \text{Cov} \left[ \frac{\partial \log L}{\partial \theta} \right] = \left[ \begin{array}{cc} \text{Cov} \left( \frac{\partial \log L}{\partial \alpha} \right) & 0 \\ 0 & \text{Cov} \left( \frac{\partial \log L}{\partial r} \right) \end{array} \right] \]

where the elements of \( \text{Cov}(\partial \log L/\partial \alpha) \) and \( \text{Cov}(\partial \log L/\partial r) \) are given by (3.12)-(3.14) and (3.18) respectively. These matrices, together with the elements of \( J(\theta^*, \theta^0) \) given by (3.15)-(3.17) and (3.19), provide an explicit expression for the asymptotic covariance matrix of \( \hat{\theta}^* \) through (2.17) and also for the adjustment factor \( \text{tr}(J(\theta^*, \theta^0)\text{Cov}(\hat{\theta}^*)) \) used in our model selection.
criterion (2.12). In actual applications, the parameters of the models (3.1) and (3.2) required to evaluate \( J(\theta^\ast, \theta^0) \) and \( \text{Cov}(\hat{\theta}^\ast) \) are unknown, but can be estimated by the method of maximum likelihood.

In the important special case when \( B^\ast, \Gamma^\ast \) and \( \Sigma^\ast \) are obtained by additional zero restrictions on the parameters of the model (3.1), \( \Sigma^\ast \) being block-diagonal, our model selection criterion becomes (2.22) with an adjustment factor equal to

\[
(3.21) \quad \text{tr}\{\text{Cov}(\frac{\partial \log L^\ast}{\partial \theta^\ast}) J_{11}^{-1}(\theta^\ast, \theta^0)\} = \text{tr}\{\text{Cov}(\frac{\partial \log L^\ast}{\partial \alpha}) [-E \frac{\partial^2 \log L^\ast}{\partial \alpha \partial \alpha} ]^{-1}\}
\]
\[
+ \text{tr}\{\text{Cov}(\frac{\partial \log L^\ast}{\partial r}) [-E \frac{\partial^2 \log L^\ast}{\partial r \partial r} ]^{-1}\}
\]

where the four matrices on the right-hand side are given by (3.12) - (3.19).

To appreciate the result (3.21), consider the special case \( \Gamma^0 = \Gamma^\ast = I \) and \( X_1 = X \) for \( (i = 1, \ldots, g) \), which is a model of \( g \) linear regressions. If the approximate model has \( k_1 \) explanatory variables, (3.21) is reduced to

\[
(3.22) \quad k_1 \sum_{i=1}^{g} \left( r_{i1}^\ast r_{O, i}^\ast / r_{i1}^\ast \right) + \text{tr}\{\text{Cov}(\frac{\partial \log L^\ast}{\partial r}) [-E \frac{\partial^2 \log L^\ast}{\partial r \partial r} ]^{-1}\}
\]

For the case of a multiple regression model, with \( g = 1 \), (3.22) is further reduced to

\[
(3.23) \quad k_1 \frac{\sigma_{11}^O}{\sigma_{11}^\ast} + \frac{\sigma_{11}^O}{\sigma_{11}^\ast} \left( 2 - \frac{\sigma_{11}^O}{\sigma_{11}^\ast} \right)
\]

which is identical with the result of Sawa (1978, Theorem 3.2, p. 1280). When the approximate regression model coincides with the true model, \( \sigma_{11}^O = \sigma_{11}^\ast \); the adjustment constant (3.23) becomes \( k_1 + 1 \) or the number of parameters, as in Akaike's formula. In general, \( \sigma_{11}^\ast > \sigma_{11}^O \) when the approximate model differs from the true model, and the adjustment factor will be smaller than the number
of parameters. For example, let the true model have 8 parameters (7 coefficients plus $\sigma^0$) and the approximate model have only 6 coefficients, and let $\sigma^0_{11} = 0.9\sigma^*_{11}$. The adjustment constant for the approximate model is 5.4 + 0.99 = 6.39, smaller than 7 or the number of parameters. The difference between the two trace terms to be subtracted from the respective maximum likelihood functions is $8 - 6.39 = 1.61$, as compared with $8 - 7 = 1$ by Akaike's formula. Thus the rule (3.23) favors the small model more than Akaike's rule does. This example suggests that, when the model already contains many parameters, our information criterion is quite strict in allowing the addition of one more parameter. As Sawa (1978, p. 1283) has shown, the information criterion based on (3.23) is equivalent to a $t$ test for an additional coefficient using a critical value which can be larger than 2 when $k_1$ is large and $n$ is small.

4. Should a Macromodel be Decomposed or Aggregated?

If one accepts the view that the "true" economic world is a very large and interdependent system of simultaneous stochastic equations, as many economists tend to accept, one is faced with the almost insurmountable problem of estimating very large systems of simultaneous equations. After making significant contributions to the identification and estimation of simultaneous equations, T. C. Koopmans (1950) asked, "When is an equation system complete for statistical purposes?" He gave very strict statistical conditions which would permit one to specify certain variables as exogenous and/or predetermined for the purpose of explaining the remaining endogenous variables, thus reducing the size of the model for the latter variables. One wonders when, if ever, these strict conditions stated by Koopmans will be met. T. C. Liu (1955, 1960), being convinced that the "true" world is a completely interdependent system of simultaneous equations, questioned how one could ever estimate the true parameters even if the
sample were infinite; the necessary conditions for identification would not be met since each equation contains too many variables. Franklin Fisher (1961), coming to the rescue, argued that if the coefficients of the dependent variables in each structural equation, though numerous, are mostly very small, then treating them as zero in order to satisfy the identification condition will only lead to very small inconsistencies in the estimation of the remaining parameters. On the other extreme, Herman Wold (1953) argued that the world is recursive anyway and there is no great statistical difficulty in estimating its parameters.

While we grant that the true economic model might very well be a very large and completely interdependent system of simultaneous equations, an econometrician might wish to estimate not the true model but only an approximate model because the sample is finite. One realizes that the conditions stated by Koopmans for defining the exogenous and/or predetermined variables are never met, that the coefficients of many endogenous and exogenous variables in a structural equation are not zero as Liu has pointed out, and that the true model for quarterly economic time series is not strictly recursive in the sense of Wold. However, one might not wish to raise the question of F. M. Fisher, whether by making certain assumptions necessary for identification, the remaining parameters in a true model can be almost consistently estimated. One is seldom in a position to estimate the parameters of the true model because the number of available observations is often smaller than the number of its parameters. One is mainly interested in the parameters $\theta^*$ of the approximate models because they are the models relevant for practical purposes. To illustrate, let the true model be

$$-y_{1t} + \theta_1 y_{2t} + \theta_2 x_{1t} + \theta_3 x_{2t} + \ldots + \theta_{99} x_{99t} = u_{1t}$$

$$\theta_{101} y_{1t} - y_{2t} - \theta_{102} x_{1t} + \theta_{103} x_{2t} + \ldots + \theta_{200} x_{99t} = u_{2t}$$

where all parameters are small except $\theta_1$, $\theta_2$, $\theta_{101}$ and $\theta_{103}$. This model is
unidentifiable. Fisher points out that if $\theta_3$ and $\theta_{102}$ are extremely small, the remaining parameters can be estimated almost consistently. Our viewpoint is that the approximate model $f$ with $\hat{\theta}_1$, $\hat{\theta}_2$, $\hat{\theta}_{101}$ and $\hat{\theta}_{103}$ as the only non-zero coefficients to be estimated might be the best approximation according to the information criterion when say 50 observations are available. Although the maximum likelihood estimators of $\theta_1^*$, $\theta_2^*$, $\theta_{101}^*$ and $\theta_{103}^*$ will not consistently estimate the true $\theta_1$, $\theta_2$, $\theta_{101}$ and $\theta_{103}$, the model $f$ can still be the best approximation for prediction purposes.

Furthermore, Fisher (1961) is concerned with the "cost of approximate specification in simultaneous equation estimation," implying that something is lost by using an approximate model because of the inconsistencies in the estimation of the true parameters. We wish to emphasize the "benefits" of an approximate specification because specification errors are not necessarily bad. In equation (2.6), the first term measures sampling errors in estimating $\theta^*$ by $\hat{\theta}^*$, and the second term measures specification errors in using $f(y|\theta^*)$ to approximate $g(y)$. Large specification errors from assigning zeros to coefficients may be compensated by smaller sampling errors and may produce a better model for prediction. One is less concerned, as Fisher was, about whether an extremely small specification error would obtain if the sample were infinite. Rather, one is more concerned with the total error, due to both specification and sampling, in using an estimated model for forecasting, realizing that the specification error will almost always be present. Even when one knows that a large model is more nearly correctly specified than a small model, the latter can still be selected by the information criterion. It is possible for the true world to be completely interdependent, but for a block-recursive model, estimated from a finite sample, to be a better approximation than an estimated simultaneous model. We will apply the selection criterion of Section 3 to decide which of two models to use, one being simultaneous and the other block-recursive, or one being disaggregated and the other aggregated.
First, consider the choice between a simultaneous model

\[(4.1) \begin{bmatrix} Y_1 \\ Y_2 \end{bmatrix} = \begin{bmatrix} \Gamma_{11} & \Gamma_{12} \\ \Gamma_{21} & \Gamma_{22} \end{bmatrix} \begin{bmatrix} T_1 \\ T_2 \end{bmatrix} + \begin{bmatrix} X_1 \\ B_2 \end{bmatrix} u = \begin{bmatrix} U_1 \\ U_2 \end{bmatrix} \]

and a block-recursive model obtained by the restrictions \( \Gamma_{21} = 0 \) and \( \Sigma_{12} = \frac{1}{n} E U_1'U_2 = 0 \). The information criterion (2.22) – (3.21) can be applied to choose between them if they are both estimated by the method of (full-information) maximum likelihood. A statistical criterion is thus provided to decide whether a system of simultaneous econometric equations should be decomposed into two recursive blocks. Equivalently, it can be used to decide whether a general equilibrium or a partial equilibrium model should be selected. The latter model is represented by a block recursive system which treats \( y_1 \) as exogenous in the explanation of \( y_2 \).

The second issue is whether one should aggregate across equations. For example, real consumption expenditures \( y_{1t} \) and \( y_{2t} \) for two commodity groups may satisfy

\[(4.2) \begin{align*}
y_{1t} &= \theta_1 y_{3t} + \theta_2 y_{1,t-1} + \theta_3 x_{1t} + u_{1t} \\
y_{2t} &= \theta_4 y_{3t} + \theta_5 y_{2,t-1} + \theta_6 x_{2t} + u_{2t}
\end{align*}\]

where \( y_{3t} \) may be disposable income and \( x_{1t} \) and \( x_{2t} \) relative prices. The sum of these equations is

\[(4.3) \quad y_{1t} + y_{2t} = (\theta_1 + \theta_4) y_{3t} + \theta_2 y_{1,t-1} + \theta_5 y_{2,t-1} + \theta_3 x_{1t} + \theta_6 x_{2t} + (u_{1t} + u_{2t}) \]

Let \( y_{4t} = y_{1t} + y_{2t} \) be aggregate consumption and let \( x_{4t} = w_1 x_{1t} + w_2 x_{2t} \) be an aggregate price index with constant weights. An aggregate equation for \( y_{4t} \) can be written as

\[(4.4) \quad y_{4t} = \theta_7 y_{3t} + \theta_2 y_{4,t-1} + (\theta_3/w_1) x_{4t} + u_{4t} \]
provided that

\[(4.5) \quad \theta_5 = \theta_2 \quad \text{and} \quad \theta_6 = \theta_3(w_2/w_1).\]

This example illustrates that aggregation across equations can be expressed as linear restrictions on the parameters of the disaggregate model. The choice between a disaggregate model and an aggregate one can be made by the information criterion. Three cases will be distinguished depending on the common subset of endogenous variables which both models are supposed to explain or predict.

In the first case, one is interested in predicting the individual components \(y_{1t}\) and \(y_{2t}\) as well as all other endogenous variables in the disaggregate model. One should retain equations (4.2) for the true model, and apply the information criterion to decide whether the restrictions (4.5) will yield a better approximate model. This is done by estimating the model using the method of maximum likelihood with and without these restrictions. The information criterion for the large model equals the maximum value of its log-likelihood minus the number of parameters. For the restricted model, it equals the maximum value of the log-likelihood minus an adjustment factor equal to \(\text{tr}\{J(\theta^*,\hat{\theta}^0)(\text{Cov}\hat{\theta}^*)\}\). Explicit expressions for \(J(\theta^*,\hat{\theta}^0)\) and \(\text{Cov}\hat{\theta}^*\) were given in Section 3.

In the second case, one is interested in predicting the aggregate \(y_{4t} = y_{1t} + y_{2t}\) and all other endogenous variables in the model. One should then retain equation (4.3) instead of (4.2) for the true model, treating \((\theta_1 + \theta_4)\) as one parameter. The approximate model imposes the restrictions (4.5) on the parameters of this equation.

In the third case, one is interested in predicting the aggregate \(y_{4t}\) and a (possibly small) subset of other endogenous variables, including the inflation rate and the unemployment rate, for example. The true model and the approximate
model are as defined in the last paragraph. This case differs from the first
two cases since only a subset of endogenous variables are of concern. We will
have to consider the reduced-form equations for the subset in question. Two
solutions to this model selection problem can be given.

For the first solution, the reduced-form equations for each model are es-
 timated by the method of least squares, or maximum likelihood without allowing
for the overidentifying restrictions from the structure. Here the two models
explaining the common subset of endogenous variables are treated simply as two
linear systems of regression equations. If the true model is written to in-
clude \( y_{4,t-1}, y_{2,t-1}, x_{4,t} \) and \( x_{2,t} \) as its predetermined variables, the
approximate model excludes \( y_{2,t-1} \) and \( x_{2,t} \). To estimate the expected infor-
mation for the approximate model, one can subtract the adjustment constant
given by (3.22) from the maximum likelihood of the reduced-form explaining the
subset of endogenous variables of interest.

For the second solution, the estimates of the reduced-form parameters are
derived from the full-information maximum likelihood estimates of the parameters
of the corresponding structures. The expected information for the approximate
model can be estimated by evaluating the two terms given in (2.12). The first
term \( \log L(Y; \hat{\theta}^*) \) is the log-likelihood of the reduced-form for the selected end-
dogenous variables evaluated at \( \hat{\theta}^* \), which here denotes the above derived esti-
mates of the reduced-form parameters. The second term equals the trace of the
product of \( J(\theta^*, \theta^0) \) and \( \text{Cov}(\hat{\theta}^*) \). \(-J(\theta^*, \theta^0)\) is the expectation of the
matrix of the second partials of the above log-likelihood with respect to the
elements of \( \theta^* \). Explicit formulas for its elements are given by (3.15) and
(3.19). The remaining task is the estimation of \( \text{Cov}(\hat{\theta}^*) \). The covariance
matrix of the estimates \( \hat{\alpha}^* \) and \( \hat{r}_{ij}^* \) of the structural parameters, from which
the reduced-form parameters \( \hat{\theta}^* \) are derived, can be obtained by using the
formulas given in Section 3. Given this covariance matrix, the covariance matrix $\text{Cov}(\hat{\theta}^*)$ of the estimates of the corresponding reduced-form parameters can be estimated by the formula given in Dhrymes (1973, p. 122). This solution is applicable to the choice between any two linear simultaneous-equation models for the purpose of explaining a common subset of endogenous variables, provided that one can write down a general model as the true model and express both models by suitable linear restrictions on the parameters of the true model. One of the two models might serve as the true model if they are nested, as in our discussion of aggregation.

5. Concluding Remarks

It is not difficult, at least in principle, to extend our result to the selection of nonlinear simultaneous equations and of equations estimated by methods other than full-information maximum likelihood. No matter whether the model is linear or not, provided that the estimate $\hat{\theta}^*$ of $\theta^*$ is consistent and satisfies the restriction $H\hat{\theta}^* = -b$ and $(\theta^* - \hat{\theta}^*)'\partial \log L(Y; \hat{\theta}^*)/\partial \theta$ is approximately zero, our information criterion (2.12) remains valid as it can be seen by reviewing the five steps used in its derivation. To estimate (2.12), one can easily evaluate $\log L(Y; \hat{\theta}^*)$ and approximate $J(\theta^*, \theta^0)$ by taking analytical or numerical derivatives for $-\partial^2 \log L(Y; \hat{\theta}^*)/\partial \theta \partial \theta'$. The more difficult problem is to estimate the covariance matrix of $\hat{\theta}^*$ when the approximate model is incorrect, i.e., when $\theta^0 \neq \theta^*$. If computational expenses are not an issue, one can always apply Monte Carlo to find the covariance matrix of $\hat{\theta}^*$ under the assumption that the true parameter vector equals its estimate $\hat{\theta}^0$ which is obtained by the same method as $\hat{\theta}^*$ is. It remains a problem to find a computationally less expensive way to estimate the covariance matrix of $\hat{\theta}^*$. An alternative approach to model selection is to rank a model by the
Jeffreys-Bayes posterior probability for it to be true after the data $Y$ are observed. If $L(Y;\theta)$ is the likelihood function specified by the model $M$, the posterior probability $P(M|Y)$ for the model to be true equals the prior probability $P(M)$ for the model times

$$\int L(Y;\theta)p(\theta|M)d\theta = E_\theta L(Y;\theta)$$

where $p(\theta|M)$ is the prior density of the parameter of the model $M$. If $P(M)$ are equal for all models, the posterior probability criterion selects the model having the highest $\log E_\theta L(Y;\theta)$ where the expectation $E_\theta$ is evaluated by the prior density of $\theta$. By contrast, the information criterion selects the model having the highest $E E_{\hat{\theta}} \log L(\tilde{Y};\hat{\theta})$ where $\tilde{Y}$ denotes future observations and the expectation $E_{\hat{\theta}}$ is evaluated by the sampling distribution of $\hat{\theta}$ based on the data $Y$. The former criterion uses the data $Y$ to judge a model specified by $L(\cdot;\theta)$ and by the prior density $p(\theta|M)$. The latter criterion uses future observations $\tilde{Y}$ to judge a model specified by $L(\cdot;\hat{\theta})$ where $\hat{\theta}$ has been estimated by the sample data $Y$. Insofar as the econometric models to be selected refer to models which have been estimated by the sample data for future prediction, and not models which had been specified before the sample period together with some prior density function $p(\theta|M)$ of its parameter vector, the information criterion appears to be more relevant.

*I would like to thank an anonymous reviewer for his helpful comments and acknowledge support from the National Science Foundation under grant No. SOC77-07677.*
References


