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1. Introduction

In a recent article Chetty (1968) demonstrated that cross sectional and time series data may be combined via Bayes' theorem to obtain sharper posterior distributions of the parameters which are common to both types of regression models. The purpose of this note is to correct and extend some of Chetty's results in order to analyze the nature of the information lost in aggregating cross sectional into time series data. Among other things, it will be shown that such information is important only in a small sample framework. For instance, it turns out that if there are a large number of cross sectional units, and if cross sectional observations are available for a large number of years, the information lost in aggregating cross sectional into time series data is negligible. Ironically, the information lost in aggregation will not be negligible if the number of cross-sectional units is small. Thus, the results presented below refute just such an assumption implicitly made by Orcutt, Watts and Edwards (1968, p. 777) in their Monte Carlo study of aggregation loss.

2. Model and Assumptions

We begin by assuming that we have $T$ observations on a time series regression model. In addition, we assume that observations on the corresponding cross sectional regression model are available for $T_1 \leq T$ of these time periods. Thus, the full
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1The research described in this paper was supported by the National Science Foundation (GS 1840).
information posterior distribution of the parameters common to both types of models would be based on the $T_1$ sets of cross sectional observations, and the complementary set of $T-T_1$ joint time series observations.\footnote{Chetty (1968) implicitly assumes that the cross sectional observations do not correspond to a time period covered by the time series data. See Chetty (1968, p. 281).} The difference between the variance-covariance matrix of the full information posterior distribution and that obtained for the corresponding posterior distribution based only on the $T$ joint time series observations can be taken as a measure of the information lost in aggregation.

Consider the regression model

\begin{align}
(1) \quad y_{it} &= a + x_t b_1 + w_i b_2 + z_{it} b_3 + \epsilon_{it}, \quad i = 1, \ldots, n; \quad t = 1, \ldots, T,
\end{align}

where $y_{it}$ is the value of the dependent variable corresponding to the $i^{th}$ cross sectional unit at time $t$; $a$ is a constant; $b_1$ is a $K_1 \times 1$ vector of parameters; $x_t$ is a $1 \times K_1$ vector of observations at time $t$ on $K_1$ independent variables; $b_2$ is a $K_2 \times 1$ vector of parameters; $w_i$ is a $1 \times K_2$ vector of observations on $K_2$ independent variables which are assumed to vary only with respect to the cross sectional units; $b_3$ is a $K_3 \times 1$ vector of parameters; $z_{it}$ is a $1 \times K_3$ vector of observations on $K_3$ independent variables which relate at time $t$ to the $i^{th}$ cross sectional unit; $\epsilon_{it}$ is a disturbance term.

\footnote{Examples of variables which may only vary with respect to time are prices and interest rates.}

\footnote{Examples of such variables are those related to demographic, occupational, or social class considerations.}
We assume that $\varepsilon_{it}$ is normally distributed with

$$E\varepsilon_{it} = 0, \quad E\varepsilon_{it}^2 = \sigma^2, \quad \text{and} \quad E\varepsilon_{it}\varepsilon_{jt} = E\varepsilon_{it}\varepsilon_{is} = 0$$

for $i \neq j$ and $s \neq t$. Finally, we assume that $\varepsilon_{it}$ is independent of all of the regressors in (1), and the distribution of the regressors in (1) is independent of $a, b_1, b_2, b_3$.

3. Aggregation Loss

In this section we first derive the posterior distribution of $b_3$ which is based only on the $T$ joint time series observations and then compare its variance-covariance matrix to that of the full information posterior distribution. We begin by expressing in matrix formulation the time series counterpart of (1):

\begin{equation}
Y = XC + Zb_3 + \epsilon
= HB + \epsilon
\end{equation}

where $Y$ is the $T \times 1$ vector whose $t^{\text{th}}$ element is the cross sectional average of $y_{it}$; $C' = (A b_1')$ where $A = a + \bar{w}b_2$ and where $\bar{w}$ is the $1 \times K_2$ vector whose elements are the cross sectional averages of the elements of $w_t$; $X$ is the $T \times K_1 + 1$ matrix whose $t^{\text{th}}$ row is $(1 x_t)$; $Z$ and $\epsilon$ are $T \times K_3$ and $T \times 1$ matrices defined comparably to $Y$. It follows that $H = (X Z)$ and $B' = (C' b_3')$. We note that the elements of $\epsilon$ are normally distributed with $E\epsilon = 0$ and $E\epsilon\epsilon' = N^{-1}\sigma^2 I$.

By Bayes' theorem, the posterior distribution of $C, b_3$, and $\sigma$ is

\begin{equation}
P(C, b_3, \sigma | \text{data}) = K p(C, b_3, \sigma) L(C, b_3, \sigma | \text{data})
\end{equation}

where $K$ is the normalizing constant, $p(C, b_3, \sigma)$ is the
prior density, and $L(C, b_3, \sigma | \text{data})$ is the likelihood function corresponding to (2). Henceforth, we eliminate reference to normalizing constants by using the symbol $\propto$ to denote factor of proportionality.

Following Chetty (1968), Tiao and Zellner (1964B), and Jeffreys (1961) we assume that we have no prior information and that the elements of $C$ and $b_3$ are independent of $\sigma$. We therefore take as our prior

$$p(C, b_3, \sigma) \propto \sigma^{-1}.$$  

(4)

It is not difficult to show—see Tiao and Zellner (1964B)—that the posterior distribution defined by (2), (3), and (4) is

$$p(C, b_3, \sigma | \text{data}) \propto \sigma^{-(T+1)} \exp \left[ -\frac{B_2}{2\sigma} (V^2 + Q(B, \hat{B}, H'H)) \right]$$

(5)

where $s^2 = v^{-1} (Y - H\hat{B})'(Y - H\hat{B})$, $v = T - I - K_1 - K_3$, $\hat{B} = (H'H)^{-1} H'Y$, and $Q(B, \hat{B}, H'H)$ is a quadratic form in $B$, which is centered at $\hat{B}$ with matrix $H'H$: $Q = (B-\hat{B})'H'H(B-\hat{B})$.

Integrating out $\sigma$ from (5) we obtain the posterior distribution of $C$ and $b_3$

$$p(C, b_3 | \text{data}) \propto \left[ 1 + \frac{Q(B, \hat{B}, H'H)}{v s^2} \right]^{-\left(\frac{v + 1 + K_1 + K_3}{2}\right)}.$$  

(6)

It is clear from (6) that $B$ has a multivariate $t$ distribution which is centered at $\hat{B}$ with variance-covariance matrix $s^2 \left( \frac{v}{v-2} \right) (H'H)^{-1}$. It follows that the marginal distribution of
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\( b_3 \) is also a multivariate \( t \) with mean vector given by the corresponding elements of \( \hat{B}_3 \) and variance-covariance matrix

\[
(7) \quad V = s^2\left(\frac{\nu}{\nu-2}\right) (Z' X Z_X)^{-1}
\]

where \( Z_X = Z - X' (X' X)^{-1} X' Z \). Finally, before the sample is drawn \( s^2 \) can be considered as a random variable and hence

\[
(8) \quad E[V|X,Z] = \left(\frac{\sigma^2}{n}\right) \left(\frac{\nu}{\nu-2}\right) (Z' X Z_X)^{-1} .
\]

It is noted that with the exception of the second factor, the result given in (8) is identical to that which would be obtained from a classical regression analysis of (2).

We turn to derive the full information posterior distribution of \( b_3 \). Without loss of generality, we assume that the available \( T_1 \) sets of cross sectional observations relate to the first \( T_1 \) time periods. Thus our time series and cross sectional observations may be expressed in terms of the models

\[
(9) \quad y_{it} = a + x_{it} b_1 + w_i b_2 + z_{it} b_3 + \epsilon_{it}, \quad i = 1, \ldots, n; \quad t = 1, \ldots, T_1;
\]

\[
(10) \quad y_t = A + x_t b_1 + z_t b_3 + \epsilon_t, \quad t = T_1 + 1, \ldots, T,
\]

where \( y_{it}, z_t, \) and \( \epsilon_t \) are the cross sectional averages of \( y_{it}, z_{it}, \) and \( \epsilon_{it} \), and \( A \) has already been defined in (2).

The joint likelihood function of (9) and (10) is

\[
(11) \quad L(a, b_1, b_2, b_3, \sigma|\text{data}) \propto \frac{1}{\sigma n T_1 + T - T_1} \times \exp[-\frac{1}{2} \frac{1}{\sigma^2} \sum_{t=1}^{T_1} \sum_{i=1}^{n} (y_{it} - a - x_{it} b_1 - w_i b_2 - z_{it} b_3)^2 - \frac{n}{\sigma^2} \sum_{t=T_1+1}^{T} (y_t - A - x_t b_1 - z_t b_3)^2]
\]
Let \( G_{it} = (Y_{it} - a - x_t b_1 - w_i b_2 - z_{it} b_3) \) and let \( G_t \) be the cross sectional average of \( G_{it} \). Then \( \sum_i G_{it}^2 = nG_t^2 + \sum_i(G_{it} - G_t)^2 \). Using this, it is clear that the likelihood function in (11) can be rewritten as

\[
L(a, b_1, b_2, b_3, \sigma | \text{data}) \propto \frac{1}{\sigma^T} \exp\left[-\frac{n}{2\sigma^2} \sum_{t=1}^{T} (y_{t} - A - x_t b_1 - z_{t} b_3)^2\right] \\
\cdot \frac{1}{\sigma^{(n-1)}T_1} \exp\left[ -\frac{1}{2\sigma^2} \sum_{t=1}^{T} \sum_{i=1}^{n} (\tilde{y}_{it} - \tilde{w}_i b_2 - \tilde{z}_{it} b_3)^2 \right]
\]

where \( \tilde{y}_{it} \), \( \tilde{w}_i \) and \( \tilde{z}_{it} \) are, respectively, the deviations of \( y_{it} \), \( w_i \), and \( z_{it} \) from their cross sectional averages.

The form of equation (12) permits an observation. For instance, the likelihood function defined by the first two factors of (12) is identical to that defined by the pure time series model (2). Therefore, the information contained in the cross sectional observations that is not accounted for by the time series data (i.e., that information lost in aggregation) is given by the likelihood function defined by the third and fourth factors of (12). Since this likelihood is least peaked when \( \tilde{y}_{it} = 0, \tilde{w}_i = 0, \) and \( \tilde{z}_{it} = 0 \), it follows that the information lost in aggregation is at a minimum when the cross sectional variances of the variables involved are zero.
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In determining our prior density, we again assume that we have no prior information and that the elements of \( a, b_1, b_2, \) and \( b_3 \) are independent of \( \sigma \). Thus, analogous to (4), our prior is

\[
(13) \quad p(a, b_1, b_2, b_3, \sigma) \propto \sigma^{-1}.
\]

Combining (12) and (13) in accordance with Bayes' theorem and using (5) we obtain the full information posterior distribution

\[
(14) \quad p_F(a, b_1, b_2, b_3, \sigma | \text{data}) \propto \frac{1}{e^{T+1+nT_1-T_1}} \times \\
\exp\left[-\frac{n}{2\sigma^2} (v_s^2 + Q(B, \hat{B}, \hat{H}'H) - \frac{1}{2\sigma^2} \sum_{t=1}^{T_1} \sum_{i=1}^{n} (\hat{Y}_{it} - \hat{W}_1b_2 - \hat{Z}_itb_3)^2 \right],
\]

We now express the \( nT_1 \) observations on \( \hat{Y}_{it}, \hat{Z}_{it}, \) and \( \hat{W}_{it} \) in a sequential fashion. In particular, let \( \hat{Y}_{it} = \hat{Y}(t-1)n+i, \hat{Z}_{it} = \hat{Z}(t-1)n+i, \) and let the observations on \( \hat{W}_i \) appearing in the double summation in (14) be numbered correspondingly. Then, denoting the double summation in (14) by \( \zeta \), we have

\[
(15) \quad \zeta = \sum_{j=1}^{nT_1} (\hat{Y}_j - \hat{W}_j b_2 - \hat{Z}_j b_3)^2.
\]

Now let the \( nT_1 \) observations on \( \hat{Y}_j, \hat{W}_j \) and \( \hat{Z}_j \) be given by the vector and matrices \( \hat{Y}, \hat{W}, \hat{Z} \). Further, let \( H_1 = (\hat{W} \hat{Z}) \), \( D' = (b_2' b_3') \), and \( \hat{D} = (H_1^1 H_1)^{-1} H_1^1 \hat{Y} \). It is clear, then, that \( \zeta \) can be expressed as

\[
(16) \quad \zeta = (v_s^2 + Q(D, \hat{D}, H_1^1 H_1))
\]
where \( v_1 = (n-1)T_1 - K_2 - K_3 \), and \( s^2_1 = v_1^{-1}(\hat{y} - H_1\hat{D})'(\hat{y} - H_1\hat{D}) \).

It follows from (15) and (16) that the posterior distribution in (14) can be rewritten as

\[
\begin{align*}
(17) & \quad p_F(a, b_1, b_2, b_3, \sigma | \text{data}) \propto \frac{1}{\sigma^{T+1+nT_1-T_1}} \times \\
& \quad \exp\left[-\frac{1}{2\sigma^2}(nvs^2 + v_1s^2_1 + nQ(B, B', H' H) + Q(D, D', H_1' H_1)\right].
\end{align*}
\]

Because we are interested in the full information posterior distribution of \( b_3 \), the other parameters appearing in (17), namely \( a, b_1, b_2, \) and \( \sigma \) must be integrated out. Since, for practical purposes, the elements of \( b_3 \) are the only parameters common to both \( B \) and \( D \), the necessary integrations can be performed using the properties of the multivariate normal. Thus, integrating (17) first with respect to \( a \), and then with respect to \( b_1, b_2, \) and \( \sigma \) we obtain

\[
(18) \quad p_F(b_3 | \text{data}) \propto \left[(nvs^2 + v_1s^2_1 + Q(b_3, \tilde{b}_3, z'w, z'w) + Q(b_3, \hat{b}_3, nZ'x, Z'x)\right]^{-\left(T+nT_1-T_1-K_1-K_2-1\right)/2}
\]

where \( \tilde{b}_3 \) and \( \hat{b}_3 \) are the \( K_3 \times 1 \) subvectors, respectively, of \( \hat{D} \) and \( \hat{B} \) which correspond to \( b_3 \), \( z'w = z - w'(w'w)^{-1}w'z \), and \( Z'x \) has been defined in (7). The final form of the posterior distribution is obtained by completing the quadratic in (18). \footnote{Both Chetty (1968) and Tiao and Zellner (1964B) mistakenly omit a term analogous to \( \Lambda \) from their results.}
\[ P_F(b_3 | \text{data}) \propto [1 + \left( b_3 - b_3^F \right)^T \left( z' z + n z' z \right) (b_3 - b_3^F) ]^{-m} \left( \nu_{ns}^2 + \nu_{s1}^2 + \Lambda \right), \]
\[ m = \frac{T + n T_1 - T - K_1 - K_2 - 1}{2}, \]

where \[ b_3^F = \left[ z' z + n z' z \right]^{-1} \left[ z' z + n z' z \right] b_3, \]
and \[ \Lambda = \left[ b_3' z' z b_3 + b_3' n z' z b_3 - b_3^F \left( z' z + n z' z \right) b_3^F \right]. \]

It is clear from (19) that the full information posterior distribution of \( b_3 \) has a multivariate t distribution with \( \Theta = T + (n-1)T_1 - K_1 - K_2 - 1 = v + (n-1)T_1 - K_2 \) degrees of freedom. The distribution is centered at \( b_3^F \) and has variance-covariance matrix
\[ V_F = (n^{-1} S^2)(\frac{\Theta}{\Theta - 2})(n^{-1} z' z + z' z)^{-1}, \]

where \[ S^2 = (\nu_{ns}^2 + \nu_{s1}^2 + \Lambda) \Theta. \] From the sampling theory point of view, \( b_3^F \) can be interpreted as a weighted average of the least squares estimate of \( b_3 \) based only on the time series data, \( \hat{b}_3 \), and the least squares estimate of \( b_3 \) based only on the cross sectional data after the mean has been eliminated within each of the \( T_1 \) cross sections.

In comparing the "time series" posterior distribution in (6) to the full information posterior distribution in (19) we note that the former is centered at \( \hat{b}_3 \) while the latter is centered at \( b_3^F \). Before the sample is taken \( \hat{b}_3, \hat{b}_3, \) and so \( b_3^F \)
can be regarded as random variables. Within this sampling theory framework it is not difficult to show that $\hat{E}b_3 = Eb_3^F = b_3$ and that the conditional variance-covariance matrix of $\hat{b}_3$ is $\phi_1 = \left(\frac{\sigma}{n}\right)^2 \left[Z'x'x\right]^{-1}$ while that of $b^F$ is $\phi_2 = \left(\frac{\sigma}{n}\right)^2 \left[Z'x'x + n^{-1}z'w'w\right]^{-1}$. Thus, one would not expect the means of the posterior distributions in (6) and (19) to be different; however, if these means are used as point estimates of $b_3, b_3^F$ is to be preferred to $\hat{b}_3$ since $\phi_1 - \phi_2$ is positive semi definite.\footnote{This follows from a theorem described in Goldberger (1964, p. 38) which states that if $A = B + C$ where $B$ and $C$ are positive definite matrices, then $B^{-1} - A^{-1}$ is positive semi definite.}

Consider now the variance-covariance matrices in (7) and (20). Again, before the sample is taken $S^2$ in (20) is a random variable, and using procedures similar to those used by Goldberger (1964, p. 166), it is not difficult to show that $\bar{E}S^2 = \sigma^2$. Thus, the first factor in (7) and (20) have the same expectation. However, since $\theta = v + (n-1)T_1 > v$, the second factor in (20) is less than the second factor in (7). Finally, in light of footnote (8), each diagonal element of the third factor in (20) is less than or equal to the corresponding element in the third factor of (7). Therefore, the full information posterior distribution in (19) is sharper than the "time series" distribution given in (6).
A final point concerning the asymptotic counterparts of
the variance-covariance matrices in (7) and (20) from the sampling
theory point of view should be noted. In particular replacing
$s^2$ in (7) and $n^{-1} s^2$ in (20) by their expected value ($\sigma^2$) we
see that

\begin{equation}
(21) \quad v = \left( \frac{\sigma^2}{n} \right) \left( \frac{v}{v-2} \right) \left( Z^t X x \right)^{-1} = O((nt)^{-1})
\end{equation}

and

\begin{equation}
(22) \quad v_F = \left( \frac{\sigma^2}{n} \right) \left( \frac{\theta}{\theta-2} \right) \left[ Z^t X x + n^{-1} \left( z^t w z \right)^{-1} \right] = O((nt)^{-1})
\end{equation}

where, in general, $O(n^j)$ is a term of at most $n^j$ in probability.
In brief, both $v$ and $v_F$ are of the order $(nt)^{-1}$. Now note
that\footnote{The formula used in deriving (23) is one described in Tiao
and Zellner (1964B) which states that if $Q_1$ is an $m \times n$
matrix and $Q_2$ is an $n \times m$ matrix, then
\[(I - Q_1 Q_2)^{-1} = I + Q_1 (I - Q_2 Q_1)^{-1} Q_2 .\]}

\begin{equation}
(23) \quad \left[ Z^t X x + n^{-1} z^t w z \right]^{-1} = \left( Z^t X x \right)^{-1} \times
\left[ I - n^{-1} z^t w \left( Z^t X x + z^t w \right)^{-1} \right].
\end{equation}

It follows from (21) - (23) that

\begin{equation}
(24) \quad v - v_F = \frac{\sigma^2}{n} \left[ (Z^t X x)^{-1} \left( \frac{v}{v-2} - \frac{\theta}{\theta-2} \right) \right. + \nonumber
\left. + \left( \frac{\theta}{\theta-2} \right) (Z^t X x)^{-1} (n^{-1} z^t w z) \left[ Z^t X x + z^t w \right] \right]
\end{equation}

\[= \frac{\sigma^2}{n} \left[ O(T^{-1}) O(T^{-1}) + O(T^{-1}) O(T_1) O((T + nt)^{-1}) \right] .\]
From (24) we see that if \( \frac{T}{T_1} \to \infty \), the difference between \( V \) and \( V_F \) is of a lower order in probability than \( (nT)^{-1} \); thus \( V_F \) and \( V \) converge, asymptotically, regardless of the magnitude of \( n \). Indeed, from (24) we see that even if \( n, T, \) and \( T_1 \to \infty \), \( V \) and \( V_F \) still converge to the same matrix. These results suggest that information lost in aggregating cross sectional into time series data is actually only a small sample problem.

It is interesting to note that in the unrealistic case \( T \) and \( T_1 \to \infty \) but \( n \) remains finite and small, \( V \) and \( V_F \) do not converge to the same matrix. This, however, approximates one of the two cases considered by Orcutt, Watts and Edwards (1968) in their Monte Carlo study of aggregation loss. In particular, they considered the cases \( T = T_1 = 20, n = 16 \), and \( T_1 = T = 80, n = 16 \). As expected from (24), their results show that the standard errors of the regression parameter estimates increase, in both cases, when only the time series data are used. However, it is also clear from (24) that the relative increase should be less when \( T = 80 \) than when \( T = 20 \). The results given in their Monte Carlo study confirm this expectation - see Orcutt, Watts, and Edwards (1968, Table 1).
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